
Research Article Vol. 10, No. 12 / 1 December 2019 / Biomedical Optics Express 6595

Hybrid light-sheet and light-field microscope for
high resolution and large volume neuroimaging

DEPENG WANG,1 STEPHEN XU,1 PRARUJ PANT,1 EMILY
REDINGTON,1 SOMAYYEH SOLTANIAN-ZADEH,1 SINA FARSIU,1,2

AND YIYANG GONG1,*

1Department of Biomedical Engineering, Duke University, Durham, NC 27708, USA
2Department of Ophthalmology, Duke University Medical Center, Durham, NC 27710, USA
*yiyang.gong@duke.edu

Abstract: Large scale simultaneous recording of fast patterns of neural activity remains
challenging. Volumetric imaging modalities such as scanning-beam light-sheet microscopy
(LSM) and wide-field light-field microscopy (WFLFM) fall short of the goal due to their complex
calibration procedure, low spatial resolution, or high-photobleaching. Here, we demonstrate a
hybrid light-sheet light-field microscopy (LSLFM) modality that yields high spatial resolution
with simplified alignment of the imaging plane and the excitation plane. This new modality
combines the selective excitation of light-sheet illumination with volumetric light-field imaging.
This modality overcomes the current limitations of the scanning-beam LSM and WFLFM
implementations. Compared with LSM, LSLFM captures volumetric data at a frame rate 50×
lower than the rate of LSM and requires no dynamic calibration. Compared with WFLFM,
LSLFM produces moderate improvements in spatial resolutions, 10 times improvement in the
contrast when imaging fluorescent beads, and 3.2× the signal-to-noise ratio in the detection of
neural activity when imaging live zebrafish expressing a genetically encoded calcium sensor.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Volumetric fluorescence imaging is a powerful tool to uncover the patterns of neural activity
that underlie brain function. The ability to simultaneously access hundreds to thousands of
neurons enables sophisticated studies of the collective activity from individual or multiple neural
populations [1,2]. Extracting such population-scale activity at cellular resolution is thus a key
focus of optical technology development; such development seeks to increase both the scale and
the resolution of neural recordings [3,4].
Two existing forms of fluorescence microscopy currently attempt to extract population-scale

activity from model organisms – light-sheet microscopy (LSM) and light-field microscopy. The
two modalities attain high resolution, large-scale imaging with two different principles. LSM
attains high resolution by illuminating the sample with a micrometers-thin sheet [5]. The thinness
of the sheet provides the high axial resolution needed to separate neurons at different depths of
the sample. LSM attains large scale recordings by imaging the two-dimensional (2D) sheets over
hundreds of micrometers in the planar direction of the sheet; the microscope then extends from
sheet imaging to volumetric imaging by scanning the sheet in the remaining third dimension.
Recent developments have attempted to increase the temporal resolution of this microscopy
modality by increasing the scan speed. Traditional light-sheet microscopes mechanically shifted
the sample relative to the microscope to acquire the structure of the fruit fly or zebrafish brain
[6,7]. More recent work bypassed the mechanical speed limitations in physically moving the
sample or microscope by only mechanically scanning the excitation beam [8–12]. One form of
volumetric LSM simultaneously matched the light-sheet excitation plane controlled by a galvo
with the imaging plane controlled by an electrically tunable lens (ETL) (Fig. 1(a)) [8]. The
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Swept confocally-aligned planar excitation (SCAPE) light-sheet configuration further increased
the imaging speed by sweeping an oblique light-sheet through the sample and simultaneously
de-scanning the excitation sheet to a fixed imaging plane [9]. This LSM configuration could
potentially achieve kilohertz imaging rates of multiple layers, but taxed the speed of the existing
camera electronics.

Fig. 1. Conceptual schematics show that the LSLFM simplified the detection (vs. LSM)
and limited the illumination to the region of interest for volumetric imaging (vs. WFLFM).
(a) LSM used a scanning light-sheet excitation matched to an imaging plane modulated by an
ETL. Dark green: excitation laser beam. Light green: Scanning volume of light-sheet. Dark
blue and light blue lines represent the imaging paths focused at two positions controlled by
the ETL that matched the excitation planes. (b) WFLFM used wide-field illumination and
light-field imaging. (c) LSLFM used a scanning light-sheet for excitation and a micro-lens
array for light-field imaging. (d) Schematic drawing shows the imaging setup.

A second form of microscopy called light-field microscopy attained large-scale volumetric
data by capturing the 2D spatial and the 2D angular information of the incident light-field in
one snapshot. The 2D angular information in turn relayed depth information for volumetric
reconstruction [13]. The light-field microscope captured the light-field by adding a microlens
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array between the tube lens and the camera of a traditional wide-field microscope. Wide-field
light-field microscopy (WFLFM) (Fig. 1(b)) employed wide-field epifluorescent illumination,
which in turn produced high background and photobleaching. Although deconvolution processing
can computationally remove the background, the process was time-consuming [14–16]. Recent
work has also attempted to reduce the background within light-field imaging through selective
volume illumination. One type of selective volume illumination employed light-sheet illumination
patterned by a digital micromirror device (DMD): an incident beam illuminated a large area
of a DMD and the light reflected by the ‘ON’ state pixels produced the excitation light-sheet
[17]. By turning different pixels to the ‘ON’ state, the DMD scanned the light-sheet to different
sample depths. However, this modality inefficiently employed the excitation light because only a
fraction of the incident laser light contributed to the light-sheet. Another type of selective volume
light-field imaging drew inspiration from multi-view light-sheet microscopy: two orthogonal
imaging paths imaged two views of the sample, while an excitation objective in the third
orthogonal direction illuminated the sample [18]. This modality achieved isotropic light-field
imaging, but required complex reconstruction to fuse the two views into one 3D image. Lastly,
researchers have also generated a galvo-scanned light-sheet using a cylindrical lens, and thus
incorporated all of the energy from the incident laser into the resulting light-sheet [19]. Both the
multiview light-field imaging and galvo-scanned light-field imaging compared their light-field
modalities to light-sheet microscopy using sequentially acquired datasets, and thus did not
quantify simultaneously acquired light-sheet imaging and light-field imaging data.
In this work, we combine the capability of light-field imaging to simultaneously capture

volumetric images and the capability of light-sheet excitation to optically section the sample
volume together into a hybrid light-sheet light-field microscopy (LSLFM) system (Fig. 1(c)).
LSLFM excites a limited axial volume of the sample with a scanned light-sheet and images the
sample with light-field microscopy. This hybrid system can potentially overcome the limitations
of WFLFM and LSM. Compared to WFLFM, our imaging modality limits illumination to a
small axial range of the sample. Such illumination would reduce background contributions from
sources far out of plane and would potentially improve axial and lateral resolution. Compared to
LSM, LSLFM reduces the required camera frame rate. LSLFM would image at the volumetric
imaging rate instead of at multiples of the volumetric imaging rate corresponding to the number
of layers within each volume captured with LSM. LSLFM also bypasses the challenging
synchronization between the light-sheet excitation plane and the light-sheet imaging plane.
The proposed LSLFM overcomes the limitations of the aforementioned selective illumination
light-field imaging modalities. In comparison with the light-field imaging using DMD generated
light-sheet illumination, LSLFM makes more use of the incident beam by using a cylindrical lens
for light-sheet generation and a galvo for scanning. Our configuration of the LSLFM also enables
simultaneous acquisition of both light-sheet and light-field channels, thereby providing direct
comparison between the light-sheet and light-field imaging modalities lacking in the existing
reports of multiview light-field imaging or galvo-scanned light-field imaging.
In executing our hybrid scheme, we found that the LSLFM improved contrast and resolution

compared to WFLFM when imaging calibration samples and live larval zebrafish. Zebrafish is a
fitting model organism for optical fluorescence imaging of neural activity: zebrafish have nearly
transparent bodies and there exist established tools for integrating protein sensor sequences into its
genome [20]. Our scheme demonstrates large-scale and simultaneous recording of neural activity
from hundreds of neurons in the zebrafish brain reported by the green-fluorescent calmodulin
protein (GCaMP6s) sensor [21].
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2. Methods

2.1. Optical setup

To compare WFLFM, LSM, and LSFLM, we designed a system that integrated the three different
modalities on one platform (Fig. 1(d)). For illumination, the system included one wide-field
excitation path for WFLFM illumination and one light-sheet excitation path for LSM and LSLFM
illumination. The wide-field illumination path used a light-emitting diode (LED; Thorlabs,
505L3-505 nm) as the excitation source. The source illuminated the sample in the Kohler
illumination configuration through a 20×/1.0 NA water-immersion imaging objective (Olympus,
XLUMPlanFL). The light-sheet excitation path used a 505 nm laser (Coherent, OBIS) as the
excitation source. This path first magnified the laser beam by a factor of 8 through the first relay
lens pair and then cropped the beam with one slit each in the x and z directions, respectively.
A round cylindrical achromatic-doublet (Thorlabs, ACY254-050-A) subsequently focused one
dimension of the beam. A second relay lens pair further magnified the beam by a factor of
1.6 and focused the beam at the back aperture of a 10×/0.3 NA objective (Nikon, Plan Fluor)
to produce the light-sheet. The rotation of a 1D galvo scanner (Thorlabs, GVS001) between
the intermediate plane of the first and second relay pairs shifted the light-sheet along the axial
direction of the imaging path and enabled volumetric imaging.

The imaging system consisted of one light-sheet imaging channel and one light-field imaging
channel. These two channels originated from the same 20×/1.0 NA imaging objective and then
passed through a 175 mm tube lens. The common path then bifurcated at a 50:50 beam splitter
into the light-sheet and light-field imaging channels. In the light-field channel, a microlens array
(RPC Photonics, MLA-S100-f10) placed at the conjugate imaging plane generated the light-field.
The microlens array had a f-number of f /10, matching the f-number in the used portion of the
tube lens (f /10.2). A five-axis kinematic mount (Thorlabs, K5X1) provided fine alignment of
the microlens array to the optical axis. A 1:1 relay macro lens (Tamron, 70-300 mm) then
imaged the focal plane of the microlens array onto a 4.2-megapixel scientific complementary
metal-oxide-semiconductor (sCMOS) camera (Hamamatsu, Flash4v3). The light-sheet channel
employed a second relay lens pair to de-magnify the intermediate image by a factor of three onto
a second Hamamatsu camera. An ETL (Optotune, EL-10-30-Ci) placed between this relay pair
shifted the detection focal plane for volumetric imaging. To maintain the full NA of the imaging
objective, the aperture of the ETL (DETL) has to be larger than

DETL ≥
frelay1
ftube

× Dobj, (1)

where frelay1 is the focal length of the first relay lens (a 150 mm lens in our setup), Dobj is the
back focal aperture of the imaging objective (18 mm), and ftube is the focal length of the tube
lens (a 175 mm lens in our setup). Based on the above equation, an ETL aperture of 15 mm
would avoid clipping the emission path. However, commercially available ETLs with sufficiently
fast response to image volumetrically at 10 Hz have apertures limited to 10 mm, which slightly
clipped the fluorescence emission.

2.2. Dynamic calibration of the light sheet

The first step toward engineering the hybrid LSLFM is the synchronization between the light-field
acquisitions and the individual passes of the LS excitation. This procedure also synchronizes
the galvo position with the ETL curvature to enable traditional LSM imaging that will serve
as the high-resolution control for our new imaging modality. We controlled the light-sheet
excitation plane position by modulating a galvo mirror; we controlled the imaging plane position
by modulating an ETL. We borrowed from existing dynamic calibration procedures [8] (Fig. 2(a))
to match the amplitudes and phases of the sinusoidal control signals to the galvo mirror and ETL.
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Proper alignment of these two properties maximized the imaging intensity throughout one full
cycle of the sinusoid, as all features would be in focus during such a scan. We imaged a volume
of 350×300×32 µm3 with the imaging depth centered on the principal focal plane of the imaging
objective.

Fig. 2. Dynamic calibration synchronized the displacement of the light-sheet with the focus
shift of ETL. (a) The flow chart outlines the dynamic calibration procedures. Calibration
of amplitude and phase identified the best peak voltage (V+out), trough voltage (V−out),
and phase (Pout) for the sine wave applied to the galvo mirror. (b) Left: To calibrate the
amplitude, we applied different peak and trough voltages in combination, and maximized
the total pixel intensity over one cycle of the light-sheet scanning. Right: Once we obtained
the optimal voltage input combination (V+out = 60 mV and V−out =−60 mV), we found the
phase (Pout = 95°) that likewise maximized the pixel intensity. (c) The computed light-sheet
position over one cycle of scanning matched the physical position determined by sample
translation. (d) The intensity difference between the images taken in one half cycle using
either the scanning-beam or the sample translational LSM was minimal.

We executed this calibration by iterating over two steps. First, to calibrate the amplitude, we
applied a range of peak voltages (V+) and trough voltages (V−) to the galvo, while holding the
input phase (Pin) constant. For each set of V+ and V−, we acquired volumetric stacks over three
sinusoidal cycles of 50 frames each, identified the maximum pixel intensity for each frame, and
computed the average of these maximum pixel intensities as the measure of synchronization.
The maximum value of this measure identified the best set of V+out and V−out for a given Pin
(Fig. 2(b); left). Second, to calibrate the phase, we applied a range of phases to the galvo
while maintaining the amplitude of the signal at the V+out and V−out obtained from the previous
amplitude calibration. For each set of phase, we again acquired images over three sinusoidal
cycles and computed the average of the maximum pixel values. This measure identified the best
phase value (Pout) for a given V+out and V−out (Fig. 2(b); right). We continued to iterate through
these two main steps until Pout matched Pin. We initialized the search at V+ = 10 mV, V− =−10
mV, and Pin = 90°. We found that V+out = 60 mV, V−out =−60 mV and Pout = 95° maximized the
average of the maximum pixel intensities, and thus best synchronized the traditional light-sheet
excitation and emission pathways. For calcium activity imaging, we calibrated the galvo and
ETL for volumetric imaging at 10 Hz, but our calibration method is applicable for any other
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imaging speed. We calibrated the amplitude and phase independently to reduce the data size
of each video for easier processing as we iterated between calibrating for phase or amplitude:
each video contained calibration results for combinations of either 1 phase with 11 amplitudes
or 15 phases with 1 amplitude. A more comprehensive search could potentially acquire all 165
(11×15) possible combinations of phase and amplitude in one movie and find the best set of
parameters in one calibration search.
Using the best set of V+out, V−out and phase, we calculated the light-sheet position (Pls) over

one cycle of the scanning (Fig. 2(c), red line) through Eq. (2):

Pls = fscan ×
fex

ftube
× tan

(
V
0.8

)
(2)

where fscan is the focal distance of the scan lens (63 mm), ftube is the focal distance of the tube
lens of the excitation path (100 mm), fex is the focal distance of the excitation objective (20 mm),
and V is the input voltage.

To validate the effectiveness of the calibrated scanning-beam LSM, we fixed the light-sheet at
the principal focal plane of the imaging objective and moved the sample across the light-sheet.
We then matched the 25 imaging layers of this stack with the same 25 layers produced by moving
the excitation sheet with the galvo mirror (Fig. 2(c)). The 25 imaged layers covered a depth of 32
µm. The depth of each imaged layer matched the physical position (black dots in Fig. 2(c)) in the
first half of the scanning cycle. The acquired data showed high agreement between the intensities
collected with the two LSM procedures, revealing a less than 5% offset in the difference in pixel
intensities between the two sets of volumetric data (Fig. 2(d)).

2.3. Data acquisition

We acquired data for LSM and LSLFM simultaneously as both modalities employed the same
light-sheet for excitation. For both fluorescent beads imaging and zebrafish imaging, we imaged
a volume of 350×300×32 µm3, equal to the volume used during the dynamic calibration. The
acquisition frame rates were 500 Hz and 10 Hz for the LSM camera and the LSLFM camera,
respectively. We synchronized the two acquisitions by using the rising edge of the digital output
trigger from the ETL to initiate the scanning of the galvo and the frame capture of the cameras.
For both LSLFM and WFLFM, we imaged the light-field channel at 10 Hz; we performed
these two light-field imaging experiments independently using either lateral laser excitation or
epifluorescent LED illumination, respectively.

2.4. Image reconstruction and contrast calculation

LSM reconstruction computed the time series for the imaged volume by first setting each of the
25 imaging planes within the first acquired volume as the reference planes. At each subsequent
time point, we matched each of the 25 imaged planes of the volume to one of the reference planes
by finding the reference plane that maximized similarity to each imaging plane (Fig. 3(a)) [22].
This sequence of matched imaging planes formed the time series for that imaging plane.

Light-field image reconstruction reshaped the two-dimensional light-field image into a three-
dimensional volume. We first obtained the lenslet parameters from the light-field image using the
guides within the Light Field Display software (Version 2010), an open-source, cross-platform,
GPU-accelerated software package for real-time viewing of microscope light fields provided by
the Stanford Computer Graphics Laboratory [23]. We then employed these parameters within the
shift-and-add algorithm to refocus the volumetric image stack [24,25]. We adjusted the shift
parameter to match the computational refocused plane to each plane from the LSM volumetric
imaging (Fig. 3(b)). To compare all light-field imaging modalities under the same conditions, we
did not deconvolve our light-field data.
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Fig. 3. Schematic shows the reconstruction procedures of (a) light-sheet and (b) light-field
imaging. In LSM reconstruction, we set a series of reference frames from data within the first
scanning cycle and computed the similarity of all other frames to this set of reference frames.
We then combined the frames showing the highest similarity in each cycle (labeled with red
dots) sequentially over time, forming the reconstructed sequence of frames for each layer
within our imaging depth. Light-field imaging acquired only one frame for each imaging
volume. We first reconstructed each depth in the volume individually, and then combined
these reconstructed images sequentially. Similarly, we repeated the same reconstruction
procedure for all the imaging depths.

In bead imaging experiments, we used the Weber contrast to quantify contrast for the
reconstructed image obtained with different modalities. The Weber contrast was the ratio of the
difference in intensity between the bead and background to the intensity of the background [26].

2.5. Fish preparation and imaging

We imaged albino zebrafish expressing GCaMP6s under the huc promoter using the Tol2kit
system at 5-7 days post fertilization [20]. Before imaging, we embedded the fish within low
melting point agarose gel (1.5% by weight in egg water) and then drew the fish and agarose
inside a glass capillary with an inner diameter of 1.0 mm. After the agarose gel solidified,
we extruded two-thirds of the larvae body from the capillary. We then mounted the capillary
horizontally inside a 3D printed water tank filled with egg water. The water tank’s side consisted
of thin transparent glass plates that allowed optical access for the light-sheet illumination. For
all imaging experiments, we used an illumination intensity of 0.5 mW/mm2. We imaged all
specimens at room temperature.

During experiments that explored the auditory response of the zebrafish, we delivered auditory
stimulus through a speaker (Logitech S120) controlled by a Raspberry Pi. We synchronized the
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start and stop of the entire auditory stimulus waveform with the image acquisition by activating
an LED located in the detection light path for 0.2 s. The signal indicated the start of the entire
auditory stimulus pattern, which included an initial 20 s period of silence and then three 1 s tones
with 6 s gaps between the tones. The tones had a frequency of 300 Hz, near the peak of auditory
sensitivity for zebrafish [27–29].

2.6. Neuron detection

To locate putative neurons from the imaging movies, we first registered the reconstructed videos
with a subpixel image registration algorithm [30]. We then spatially filtered the imaged planes
with a Gaussian spatial filter with low and high spatial cutoff frequencies at 33 cycles/mm and
200 cycles/mm, respectively. Lastly, we extracted active neurons and calcium transients with the
CaImAn neuron analysis method [31], and displayed them with a color depth-encoded map.

2.7. Ethics statement

The Duke Institutional Animal Care and Use Committee (IACUC) approved all animal experi-
ments.

3. Results

3.1. Fluorescent bead imaging

To experimentally validate the LSLFM’s potential for high-resolution imaging, we imaged red
fluorescent beads embedded in agarose with WFLFM, LSLFM, and LSM. We restricted the
LSLFM scanning volume to a depth of 32 µm centered on the principal focal plane of the imaging
objective. Because we expected LSM imaging to produce focused beads at all depths and achieve
superior lateral resolution compared to the light-field modalities, we did not strive to achieve
diffraction-limited resolution. We instead imaged large objects (500 nm beads) and undersampled
the image with ∼3× demagnification when quantifying the spot size of our imaging modalities.
These design choices enabled simultaneous 10 Hz volumetric imaging with both LSM and
light-field imaging. Whereas this volumetric imaging speed corresponded to a 10 Hz camera
frame rate when using WFLFM and LSLFM, it corresponded to a 500 Hz camera frame rate
when using LSM to image 50 layers per imaging volume.

We first quantitatively compared the resolution of the three imaging modalities at −10 µm, −5
µm, 0 µm, 5 µm, and 10 µm relative to the principal focal plane. We fit the intensity profiles
of representative beads to Gaussian profiles and computed the full-widths at half-maximum
(FWHMs) of the fits (Fig. 4(a)). At the depth of 0 µm, WFLFM produced a FWHM of 5.6 µm
and 6.6 µm in the lateral and axial directions, respectively. The light-sheet excitation of LSLFM
limited the excitation to a limited axial volume, and significantly suppressed the background;
LSLFM produced a spot size of 5.1 µm in the lateral direction and 6.1 µm in the axial direction
(Fig. 4(b)). At the principal focal plane, LSM produced FWHMs of 1.5 µm in the lateral direction
and 4.7 µm in the axial direction (Fig. 4(c)). We compared the lateral and axial spot sizes of
the three imaging modalities over all five depths (Fig. 4(d)). The lateral and axial spot sizes of
WFLFM and LSLFM grew as the distance from the principal focal plane increased from 0 µm to
10 µm. At each depth, the spot size of the LSLFMwas smaller than that of the WFLFM. The LSM
produced the smallest spot sizes at all depths, and produced nearly a constant resolution in both
the lateral and axial directions over all depths. This is expected, as LSM images focused beads at
all depths. The low resolution of the light-field imaging modalities originates from the trade-off
between lateral resolution and angular resolution: light-field imaging samples information from
a set of lateral locations equal to the pitch of the microlens array in the sample plane, which
improves axial information but blurs lateral information.
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Fig. 4. Imaging of sub-diffraction beads demonstrated that LSLFM imaged with finer
resolution than WFLFM. Images of individual 0.5 µm beads and the intensity profiles along
the dashed lines obtained with (a) WFLFM, (b) LSLFM, and (c) LSM. Fits to Gaussian
profiles determined the FWHM. Scale bar: 5 µm. (d) Comparison of FWHM between the
three tested imaging modalities (mean± std.). The lateral and axial FWHMs for LSLFM
were smaller than those of the WFLFM, *p < 0.05 (n= 6, two-sided Wilcoxon rank-sum
test).

After quantifying the resolution, we quantified the contrast of the imaging modalities. We
imaged the same bead and examined the resulting planes at depths of −16 µm, 0 µm and 16 µm
(Fig. 5(a) and Fig. 5(b)). As a control, we also imaged the light-field directly (Fig. 5(c) when
excited by the same light-sheet used in LSM at the same frame rate as the LSM (Fig. 5(d)). To
quantify the contrast, we computed a bead’s averaged absolute intensity as the signal (Fig. 5(e)),
and the averaged absolute intensity of a bead’s surroundings as the background (Fig. 5(f)). The
ratio between the signal and background was the Weber contrast (Fig. 5(g)). The background
intensity of WFLFM was higher than LSLFM, direct light-field imaging, and LSM (Fig. 5(e)).
WFLFM produced signal intensity comparable to background intensity, resulting in low contrast.
In comparison, LSLFM produced higher signal intensity than background intensity, thereby
generating higher contrast than WFLFM. LSM’s signal intensity was much higher than its
background intensity; LSM provided the highest contrast as expected.

WFLFM broadly excited fluorescence above and below the imaging volume and thus generated
significant amounts of excess out-of-focus illumination. This background severely blurred the
image and obscured the beads (Fig. 5(a)), producing an image contrast of 0.03 (Fig. 5(e)-(g)).
In comparison, LSLFM took advantage of light-sheet excitation and significantly reduced the
illumination outside of the imaging volume. This microscopy modality’s images more clearly
resolved individual beads over the entire depth of the imaging volume (Fig. 5(b)). The contrast
of the beads over the imaged volume was 0.3, ∼10× higher than that of the WFLFM. The
larger point-spread-function (PSF) of the LSLFM blurred beads across reconstructed planes;
the same beads appeared over multiple layers (labeled with white arrows). Direct light-field
imaging limited the excitation to only one imaging plane; beads appeared only in selected layers
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Fig. 5. LSLFM produced higher contrast and lower background than WFLFM when
imaging sub-diffraction beads. Bead images acquired at different depths within a 32 µm deep
volume using (a) WFLSM, (b) LSLFM, (c) direct light-field imaging and (d) scanning-beam
LSM. Scale bar: 50 µm. WFLFM did not clearly reveal the individual beads due to the
high background. In contrast, LSLFM clearly showed the individual beads over different
depths, similar to the results of direct-light-field imaging and LSM. The white arrows in
panel (b) indicate beads that appeared in multiple planes due to the blurring of the axial
point spread function in the LSLFM image. The same beads were not seen in the images of
direct-light-field imaging and LSM. Quantitative analysis of the beads’ (e) absolute signal
intensity, (f) background intensity, and (g) Weber contrast for the four imaging modalities
(n= 5, mean± std.).
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when imaging in this way (Fig. 5(c)). Despite the more selective illumination, images of beads
produced by direct light-field imaging only produced slightly higher contrast than the beads
imaged by LSLFM. All imaged beads matched beads imaged with LSM (Fig. 5(d)), which
produced a contrast around three times the contrast of LSLFM (Fig. 5(g)). This increased contrast
matched theoretical predictions that combined the effect of the 1:3 magnification ratio between
the light-sheet imaging channel and the light-field imaging channel and the effect of the ETL’s
small aperture within the light-sheet imaging channel: The 1:3 magnification ratio improved
the contrast by a factor of 9, while the small aperture of the ETL in the LSM imaging channel
reduced the contrast by a factor of ∼3.

3.2. Zebrafish imaging

We next verified the feasibility of the LSLFM to image live animal models through in vivo
imaging of larval zebrafish expressing GCaMP6s. Matching our bead experiments, we performed
volumetric zebrafish imaging withWFLFM, LSLFM, direct light-field imaging, and LSM (Fig. 6).
For all experiments, we imaged a volume of 350×300×32 µm3. Again, WFLFM illuminated
significant portions of the out-of-focus volume, leading to significant blurring of structures within
the zebrafish brain at all depths (Fig. 6(a)). In contrast, LSLFM resolved the sub-structure of the
zebrafish brain more clearly at all depths (Fig. 6(b)) and demarcated the optic tectum and the
hindbrain. LSLFM also generated comparable results as direct light-field imaging (Fig. 6(c)).
LSM revealed the structure and individual neurons across multiple depths (Fig. 6(d)). We
extracted the intensity of a pronounced fluorescent feature near the midline of the brain (labeled
with orange lines). We then quantified the feature size as the distance between the half-feature
heights: we chose the local minimum as the background, used the profiles to find the locations of
the half feature heights on either side of the peak. We then calculated the distance between these
two locations as the feature size (Fig. 6, right panels). The feature from the LSM image had a
width of 6 µm, but the same feature from WFLFM had a larger width of 25 µm. The image from
LSLFM had improved sharpness; the feature when imaged by LSLFM had a width of 17 µm,
comparable to the size of the feature when imaged by direct light-field imaging (16 µm).

Finally, we validated the performance of LSLFM by recording the brain activity of GCaMP6s-
expressing larval zebrafish. We imaged the same volume of zebrafish brain with WFLFM,
LSLFM, and LSM during the delivery of auditory stimulus. Within the imaging volume, WFLFM
revealed 115± 10 (mean± std., n= 4 fish) active neurons; these neurons produced ∆F/F traces
with a signal-to-noise ratio (SNR, defined as the ratio of peak ∆F/F to the baseline noise) of
4.0± 1.0 (mean± std., n= 460 neurons) (Fig. 7(a)-b). LSLFM revealed 147± 15 active neurons
per fish (mean± std., n= 4 fish), significantly more than the number revealed by WFLFM (n= 4;
p< 0.05, two-sided Wilcoxon rank-sum test). LSLFM recorded these neurons with an average
SNR of 12.9± 9.6 (mean± std., n= 558 neurons), significantly higher than the average SNR of
neurons recorded by WFLFM (p< 0.01, two-sided Wilcoxon rank-sum test) (Fig. 7(b)). Neurons
detected within LSM imaging volumes produced an SNR of 16.5± 11.8 (mean± std., n= 648
neurons), higher than that of LSLFM (p< 0.01, two-sided Wilcoxon rank-sum test). LSM
also identified more active neurons (165± 11; mean± std., n= 4 fish) than LSLFM (p< 0.05,
two-sided Wilcoxon rank-sum test). As a control, we also imaged beads with LSM during
auditory stimulus (Fig. 7c). The stability of the fluorescence traces demonstrated that most noise
arose from fish motion as opposed to mechanical instability.
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Fig. 6. LSLFM imaging of the zebrafish brain expressing GCaMP6s in vivo produced more
detail than WFLFM imaging. Images of the zebrafish brain acquired with (a) WFLFM,
(b) LSLFM, (c) direct light-field imaging, and (d) LSM at depths of −16 µm, 0 µm, and
16 µm. LSLFM revealed the structure of sub-regions within the larval zebrafish brain,
comparable to direct light-field imaging. WFLFM failed to resolve such structure due to
the high background. Right: We quantified the feature size as the distance between the half
feature heights. Scale bar: 50 µm.
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Fig. 7. LSLFM imaging of the zebrafish brain during auditory stimulus improves the quality
of recorded calcium transients compared toWFLFM. (a) Active neurons and the fluorescence
traces acquired with WFLFM (left), LSLFM (middle) and LSM (right). Top row: Image
of depth-encoded labeling of active neurons (colored masks) on top of brain structures
(grayscale); Middle row: an enlarged view of the regions labeled with red boxes in the top
images. The intensity corresponds to the normalized difference between the mean image
of the frames with calcium transients and the mean image of the frames without neuron
transients. Bottom row: Fluorescence traces from the same five representative neurons at
different depths (−16 µm, −8 µm, 0 µm, 8 µm and 16 µm). Gray bars indicate auditory
stimulus. (b) SNR comparison between neurons imaged with WFLFM, LSLFM, and LSM
(mean± std., n= 460, 558, and 648 neurons for WFLFM, LSLFM and LSM, respectively.
** p< 0.01, two-sided Wilcoxon rank-sum test). (c) Fluorescent beads imaged with LSM
under the identical condition as the fish experiments. All scale bars are 20 µm.
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4. Discussion

Cellular resolution volumetric imaging is important for simultaneous recording of individual
neurons within large neural populations. Here, we demonstrated a hybrid light-sheet light-field
imaging modality for high-resolution large-scale imaging of dynamic neural activity. LSLFM
improved the quality of images compared to WFLFM while bypassing the technical challenges
such as the complex calibration for LSM. We demonstrated the feasibility of LSLFM through
imaging of fluorescent beads and live zebrafish expressing GCaMP6s. When imaging static
fluorescent beads, LSLFM outperformed WFLFM in imaging contrast by approximately10 times
and reduced the spot size. When imaging live zebrafish, LSLFM produced SNR approximately
3.2 times the SNR of WFLFM when detecting fluorescence calcium transients from active
neurons. LSLFM also identified more active neurons than WFLFM. LSLFM offered the same
volumetric imaging speed as LSM at 2% of the imaging frame rate of LSM. Simultaneous
LSLFM and LSM measurements of beads or live zebrafish found that the two modalities reported
the same structure and dynamics with good agreement.

LSLFM could potentially target specific temporal imaging regimes that challenge LSM. LSM
requires fast imaging frame rates to isolate each imaging plane individually. In our experiment,
LSM imaged at 50 times the frame rate of LSLFM’s frame rate. These frame rate differences
presented differences in data sizes: LSM datasets were 6.45 GB in size while LSLFM datasets
were 1.64 GB in size. The rapid scan rate of LSM also requires high camera frame rates and fast
computer control electronics. These requirements for the camera will potentially preclude LSM
from future scaling: volumetric imaging of protein voltage sensors that report action potentials
on the millisecond timescale [32,33] will necessitate camera frame rates in the thousands of
frames per second. Such frame rates are orders of magnitude faster than the frame rates of
existing sCMOS cameras that have full-frame readout at 100 Hz. LSLFM will likely bypass the
limitations of camera speeds more readily; the camera frame rate of this modality will only be the
volumetric imaging rate, and thus only multi-fold increases in camera speeds would be needed to
record the response of fast fluorescent sensors.
Our LSLFM design is modular, and thus is capable of improved imaging metrics if updated

with existing technologies. For example, the quality of light-sheet will affect the image quality of
LSLFM. Our LSLFM used a static light-sheet generated by a cylindrical lens to illuminate the
entire imaging plane. One limitation of a static light-sheet is the appearance of stripe artifacts
caused by non-uniform illumination arising from the refraction, scattering, and absorption of the
coherent excitation light at the lateral surface of the fish or interfaces within the fish. Light-sheet
formed by sweeping a Gaussian, Bessel, or Airy beam over the lateral direction would greatly
reduce such artifacts [6,34,35]. Alternatively, light-sheet generated by diffuse beam could also
alleviate stripe artifacts [27]. Likewise, using superior individual optical elements within the
microscope, such as higher NA objectives or microlens arrays with higher lens densities, would
increase the resolution of our design.
Volumetric neuroimaging regularly produces large data sets and thus requires appropriate

data processing and analysis for high-resolution neuron segmentation and activity extraction.
LSLFM could potentially reduce the computational burden of analyzing large-scale imaging
datasets through its resolving power. In our direct comparison, LSLFM images had substantially
higher contrast than WFLFM images because LSLFM reduced the illumination of out-of-focus
background. Thus, LSLFM can resolve fine features and neural calcium transients with higher
fidelity than WFLFM without employing deconvolution [14]. Bypassing the computationally-
intensive deconvolution step could potentially speed up the extraction of neural activity from
imaging data. Traditional machine learning [36] and deep-learning algorithms [37] have
demonstrated robust performance in spike detection and neuron segmentation on multiple forms
of calcium imaging data. Such algorithms will take advantage of LSLFM’s high resolving power
to improve the speed of data processing and accuracy of calcium transient detection as well.
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Coupled with advanced image processing methods, LSLFM should improve the analysis and
interpretation of large-scale neural recordings.
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